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Construction of Chinese-English Semantic Hierarchy for
Information Retrieval

Gina-Anne Levow and Bonnie Dorr and Dekang Lin
University of Maryland and University of Manitoba
{gina,bonnie,lindek}@umiacs.umd.edu

Abstract

This paper describes an approach to large-scale
construction of a semantic hierarchy for Chinese
verbs. Leveraging off of an existing Chinese concep-
tual database called HowNet and a Levin-based English
verb classification, we use thematic-role information
to create links between Chinese concepts and English
classes. The resulting hierarchy is used for multilingual
lezicons in an English-Chinese cross-language informa-
tion retrieval application. We demonstrate a structured
syntaz interface that exploits this large-scale hierarchy
and its linkages to WordNet for English-Chinese cross-
language information retrieval

1 Introduction

The growing quantity of online multilingual informa-
tion has created an urgent need for rapid construction
of lexical resources. Automatic and semi-automatic
techniques for lexical acquisition are more critical now
than ever before as it becomes infeasible to produce
adequate semantic representations on a large scale by
human labor alone.

We describe an approach to large-scale construction
of a semantic hierarchy for Chinese verbs. Leverag-
ing off of an existing classification of English verbs
called EVCA (English Verbs Classes and Alterna-
tions) [12] and a Chinese conceptual database called
HowNet [25, 24, 23] (http://www.how-net.com), we use
thematic-role information (e.g., a mapping between the
HowNet “Patient” and the EVCA-based “Th(eme)”)
to create links between Chinese concepts and English
classes. Each Chinese-English link is additionally asso-
ciated with a sense from WordNet [13], thus producing
anew Asian companion to the current (Euro)WordNet
initiative. Finally, the EVCA semantic class, thematic
role mapping, and a canonical English word are used to

produce a full lexical conceptual structure (LCS) entry
for the verb.

We use the resulting lexicons to determine word
senses in a cross-language information retrieval appli-
cation, where the degree of accuracy is significantly
improved over the weak alternative of a bilingual word
list.

Finally, we will describe a Chinese-English cross-
language information retrieval system that exploits this
lexicon to improve word sense disambiguation. The
system uses a structured syntax interface to facilitate
mapping from the surface form of the user’s query to a
semantically rich interlingual representation. Further-
more, it relies on structural matching of thematic roles
and taxonomic similarity measures using linkages to
WordNet that are derived as part of the construction
of the semantic hierarchy.

2 Constructing Rich Cross-language
Lexical Resources

Ordinary within-language lexical ambiguity is exac-
erbated in the cross-language context, as each sense
of a word may have many alternate translations. For
example, the Chinese verb ﬁf (la corresponds to a
wide range of English glosses—even if we examine
only the verb translations—in the Optilex' Chinese-
English dictionary: slash, cut, chat, pull, drag, trans-
port, move, raise, help, implicate, involve, defecate,
pressgang.? Our work provides a framework for disam-
biguating such cases in a given context by associating
certain of these senses (e.g., transport, move) with one
HowNet concept (e.g., |Transport|) while associating

10Optilex is the machine-readable version of the CETA dictio-
nary, licensed from the MRM corporation, Kensington, MD.

2Qptilex is a large (600k entries) machine readable Chinese-
English dictionary; although this dictionary is in some ways ex-
haustive, there is no encoding of part-of-speech information, but
see [18] for a description of a procedure that extracts verbs au-
tomatically from Optilex.



other senses (e.g., help) to another HowNet concept

(e.g., [helpl).

2.1 Related Work: Mapping across Semantic Hi-
erarchies

Several researchers have investigated the problem
of assigning class-based senses to verbs [2], [7], [6] [5],
[11], [14] [18], [20], [19], and [22]. This work extends
the techniques described by [20], which used a concept
space to produce a hierarchical organization of Chinese
verbs. The extensions include the use of the entire
EVCA database rather than a small set of verbs (the
break class) and the provision of a thematic-role based
filter. We adopt a technique that is similar in flavor to
the intersective-class approach of [2], with the following
extensions: (1) Concept alignment across two different
language hierarchies (Chinese and English) rather than
one; (2) Mappings between Chinese and English the-
matic roles; and (3) Hooks into WordNet senses for
both languages.

The EVCA classes used in this work include 485 to-
tal classes, each hand-tagged with WordNet senses and
thematic-role specifications. Mapping English roles
to their Chinese counterparts is the primary aid in
associating WordNet senses with Chinese verbs; the
thematic-role mappings are used as a guideline for se-
lecting the appropriate entry in EVCA, which in turn is
associated with a WordNet sense. The Chinese concept
hierarchy HowNet is an on-line conceptual common-
sense knowledge base that contains hierarchical infor-
mation relating concepts as well as a thematic-role
specification to the associated Chinese word within the
verb hierarchy which is our focus.

2.2 Mapping Between Chinese HowNet and En-
glishEVCA

The mapping between Chinese HowNet and English
EVCA involves three steps, illustrated in Figure 1:

(1) Produce all possible English Optilex glosses
(translations) for all 12342 Chinese verbs in
HowNet and associate each Chinese verb with
one or more of the HowNet concepts. [HowNet

Class+Word+Gloss Figure 1]

(2) Associate each verb-to-concept candidate with one
or more of the 485 EVCA classes—forming an
average of 2 thousand verb-to-class entries per
HowNet concept (on the order of 1 million verb-
to-class candidates, total). [EVCA Class Mapping
Figure 1]

(3) For each HowNet concept, partition the associated
Chinese-English pairs into groups whose English
glosses correspond EVCA classes. This requires
three steps:

a. Order the candidate EVCA classes so that
the highest-ranking classes are those that
contain the highest number of English verbs

matching the Optilex glosses. [Ranking by
EVCA Class: Figure 1]

b. In cases where a tie-breaker is needed, re-
order the candidate EVCA classes according
to the degree to which the thematic-role spec-
ification in HowNet concept matches that of
EVCA class. [Ranking by Thematic Role
Mapping: Flgure 1]

c. For each Chinese-English entry associated
with the HowNet concept, assign the high-
est ranking candidate EVCA class. [Output
Mapping: Figure 1]

The process of associating EVCA classes with Chi-
nese verbs relies on a massive filtering of spurious class
assignments. For example, the |Establish| HowNet
concept is ultimately associated with only two EVCA
classes, 29.2.c and 26.4.a (Characterize and Create),
but it initially had 29 potential EVCA class assign-
ments. One example of an EVCA class that was
ruled out is the Change of State class, 45.4.a, associ-
ated with the Optilex translation colonize for the Chi-
nese verb 7H R (zhimin). Although this is a perfectly
valid EVCA class assignment for the HowNet con-
cept |Colonize|, it is not appropriate for the |Establish|
HowNet concept. Because this class is ranked 8th for
|Establish|—as opposed to 1st and 2nd place ranking
for 29.2.c and 26.4.a, respectively—this assignment is
ruled out by our algorithm.

3 Building a Chinese Lexicon with
Lexical Conceptual Structure Entries
and WordNet Links

The technique described above creates a bridge be-
tween entries in the Chinese HowNet conceptual hier-
archy and the EVCA semantic classes. Next we demon-
strate how these thematic role and semantic class map-
pings are combined to produce a rich lexical resource
for cross-language information retrieval, with a focus
on use of event structure for word sense disambigua-
tion.
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Figure 1. Resources and Processing Stages for Mapping Chinese HowNet and English EVCA, includ-

ing linkages to English WordNet

3.1 Lexical Conceptual Structure

Lexical Conceptual Structure is a language-
independent representation used in the NLP compo-
nent of an implemented foreign language tutoring sys-
tem [5] and an interlingual machine translation system
[18]. Our goal is to examine the use of this represen-
tation in the context of cross-language information re-
trieval. First, we show how an LCS-based classifica-
tion can be used to develop a cross-language lexical
acquisition approach that contributes both toward the
enrichment of existing online resources (the HowNet
semantic hierarchy and the Levin-based verb seman-
tic classification system) and toward the development
of lexicons containing more complete information than
is provided 1n any of these resources alone. Next, we
demonstrate the applicability of LCS to the problem of
cross-language information retrieval.

3.1.1 Components of Lexical Conceptual

Structure

One of the types of knowledge that must be captured in
cross-language information retrieval is linguistic knowl-
edge at the level of the lexicon, which covers a wide
range of information types, such as verbal subcatego-
rization for events (e.g., that a transitive verb such as

“hit” occurs with an object noun phrase), featural in-
formation e.g., that the direct object of a verb such as
“frighten” is animate), thematic information (e.g., that
“John” is the agent in “John hit the ball”), and lexical-
semantic information (e.g., that spatial verbs such as
“throw” are conceptually distinct from verbs of posses-
sion such as “give”). By modularizing the lexicon, we
treat each information type separately, thus allowing
us to vary the degree of dependence on each level, so
that we can address the question of how much knowl-
edge is necessary for the success of the particular NLP
application.

The most intricate component of lexical knowledge
is the lexical-semantic information, which 1s encoded
in the form of Lexical Conceptual Structure (LCS) as
formulated by Dorr [3, 4] based on work by Jackendoff
[9, 10]. The LCS approach views semantic representa-
tion as a subset of conceptual structure, the language of
mental representation, as in [9, 10]. This approach in-
cludes types such as Event and State, which are special-
ized into primitives such as GO, STAY, BE, GO-EXT,
and ORIENT. We add a manner component [Manner
JOGGINGLY] to distinguish among verbs, e.g. run,
walk, and jog. The full representation for John jogged
to school is therefore the representation below, roughly
‘John went to the school by jogging’:



[Event GOLOC
([Thing JOHN],
[Path TOLoc
([Thing JOHN],

[Position A’I‘Loc ([Thing JOHN]; [Thing SCHOOL])])]

[Manner JOGGINGLY])]

3.1.2 Acquisition of an LCS lexicon

As described in [5], we use Levin’s publicly available
online index [12] as a starting point for building L.CS-
based verb entries. (We have enhanced this database
to include approximately 3,000 additional verbs, for a
total of 10,000 verb entries.) While this index provides
a unique and extensive catalog of verb classes, it does
not define the underlying meaning components of each
class. One of the main contributions of our work is
that it provides a relation between Levin’s classes and
meaning components as defined in the LCS represen-
tation.

Three inputs are required for acquisition of verb en-
tries: a semantic class, a thematic grid, and a canonical
English verb. The output is a Lisp-like expression cor-
responding to the LCS representation. Given that we
have mapped the HowNet grid entries to LCS-based
grid entries, we are able to produce the LCS’s for Chi-
nese in the same way that we produce entries for En-
glish.

Below we present the case of generating an LCS

entry for the Chinese verb e L (to touch). The in-

put/output for our acquisition procedure is shown here:

Acquisition of LCS for:

Chinese: %ﬁé

English: touch
Input: 47.8.f; _th_loc; “touch”
Output:
(be loc (* thing 2)
(at loc (thing 2) (* thing 11))
(touchingly 26))

4 Application to Chinese-
English Cross-language Information
Retrieval

We apply this expanded semantic hierarchy to the
development of an interactive information retrieval sys-
tem employing Lexical Conceptual Structure Query
Translation (LQT).

4.1 Related Work: Translation in Cross-

Language Information Retrieval

A common approach to transforming documents and
queries in different languages into a common indexing
'space for cross-language information retrieval (CLIR)
is to translate either the document or the queries into
a single language [17]. Due to the time and computa-
tional expense of translation, query translation is often
preferred over document translation, although docu-
ment translation often produces superior results. A
prevalent technique for query translation is referred to
as dictionary query translation (DQT) in which the
system looks up each term in the query in a bilingual
dictionary or term list and replaces each term with one
or more corresponding document language terms [15].
A variety of methods have been applied to translation
term selection to cope with the problem of translation
ambiguity, where one source language term translates
to more than one target language alternative [16], [1],
[8]. These techniques include selecting every query, the
first N translations according to some ranking strategy,
and those that co-occur with candidate translation of
other terms in the query.

4.2 System Design

LQT relies on the use of an interlingual representa-
tion, LCS, to translate the user’s query into the doc-
ument language for information retrieval. The LCS
encodes deep semantic analysis and subcategorization
information. This information facilitates word sense
disambiguation in query translation by exploiting the
grammatical context of the term. In our current
system, we use a structured syntax interface, called
MADLIBS (Maryland Action Detection / Language-
Independent Browsing and Search), to ensure that
the user’s query is fully analyzable for application of
LQT. Specifically, for each word in the LCS lexicon
we produce a simple “composed” LCS for each the-
matic role structure associated with the word, instan-
tiating each role position with a dummy lexical entry,
e.g. “someone-1”7 or “something-2”. We then convert
this version of the LCS into a template for user input,
by generating a syntactically correct surface sentence
realization using the Nitrogen generation system from
ISI. We now have a mapping from surface forms to in-
terlingual structures.

To guide user input, we developed the interface il-
lustrated below in Figure 2. The positions in the sen-
tence realization that correspond to the thematic roles
appear as boxes for free-form user input. The inter-
face allows querying of either English or Chinese doc-



uments; we will focus on the cross-language variant in
the remainder of this discussion.

To construct the query, the surface template re-
trieves its underlying CLCS structure, complete with
the input words filling the thematic role positions.
This correspondence between surface form and the-
matic structure performs an initial phase of sense dis-
ambiguation, identifying the subset of possible senses
with this argument structure. To perform translation
of the query, we perform a structural match of the
query against a database of LCS structures, built from
the thematic hierarchy. Depending on language choice,
we consult different databases and return words with
corresponding LCS structure. This structural match
also directly exploits the thematic role information
built into the expanded thematic hierarchy.

The system permits two forms of matching: exact
and relaxed, selected with the pull-down item in the
interface. Exact match compares both structure and
manner constants and relies only on the database se-
lection. Relaxed match performs a second phase of
processing after the structural match, employing the
WordNet correspondences produced by the thematic
hierarchy. This method computes similarity between
the original term and the candidate translations re-
turned by the structural match building on Resnik’s
[21] technique for computing taxonomic similarity. In
all cases, the top N scoring candidates are returned.

We currently perform no additional analysis of noun
phrases entered in the thematic role position, though a
fuller treatment of nominalized events is planned. We
instead apply basic DQT techniques, using a lexicon
built from the Linguistic Data Consortium’s 3 English-
Chinese term list augmented with the result of invert-
ing the Optilex lexicon for words with single word
translations, for the Chinese document case. Again,
we select the top N translation alternatives.

The translation terms identified by structural
match, taxonomic match and word-for-word transla-
tion form a bag of words that comprise the query to
an information retrieval system. We use a version of
the SMART information retrieval system, modified for
2-byte encodings of Chinese characters. Results are dis-
played interactively as well (see Figure 3), in the user’s
choice of source document language, Systran machine
translation, or “gist”, a word-for-word translation tech-
nique that provides multiple ranked alternate transla-
tions (see Figure 4).

3www.ldc.upenn.edu

5 Summary and Future Work

We have presented an approach to aligning two
large-scale online resources, HowNet and EVCA. The
lexicon resulting from this approach is large-scale, con-
taining more than 17000 Chinese-English conceptual
links. The technique for producing these links involves
matching semantic-role specifications in HowNet with
those in EVCA. Because each Chinese-English link is
additionally associated with a WordNet sense, we see
this resource as the first step toward producing a new
Asian language companion to ongoing (Euro)WordNet
initiatives. We have also described a system which ex-
ploits both the lexicon and its connections with EVCA
classes and WordNet to improve word sense disam-
biguation in Chinese-English cross-language informa-
tion retrieval. We plan to perform a quantitative eval-
uation of the effectiveness of this form of information
retrieval on event-based queries.

We are currently investigating the use of the lexicon
for word-sense disambiguation in machine-translation
and cross-language information retrieval in conjunction
with other established corpus techniques for sense se-
lection such as corpus cooccurrence. As we saw above
the Chinese verb ﬁf (la) has several possible transla-
tions, but not all of these will be appropriate in every
context. If we can determine which HowNet concept

corresponds to it (la), then we will translate it ap-
propriately. For example, if the HowNet concept is
|Transport|, the translation would be ship or trans-
port, but not slash, chat, implicate, etc. We can de-
tect which HowNet class is appropriate by examin-
ing the other words in the sentence. For this word,
co-occurrence with a specific word in argument posi-
tion is a particularly powerful disambiguating cue. If
those words co-occur with other Chinese verbs associ-
ated with a particular HowNet concept (as determined
through a corpus analysis), then it is likely that that
HowNet concept is the appropriate one for the Chi-
nese verb. That is, if we find other verbs from a given
HowNet concept occurring in the same context, then
we can hypothesize that this particular verb has the
meaning of this HowNet concept.

Another area of investigation i1s the use of a
WordNet-based distance metric (e.g., the information-
content approach of [21]) for additional pruning power
in the HowNet-to-EVCA alignment. Because each of
the entries in the EVCA classification is associated with
a WordNet sense, it is possible to rule out certain class
assignments for a given HowNet concept by examin-
ing semantic distance between the Optilex glosses for a
particular Chinese word and the glosses for other words
associated with that concept.
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Figure 2. Structured Syntax Input Interface

1 994007 other day, Fuzhon resident  Glossed Systran MT  Chinese
2 9909/27  Fujian Province Glossed BystranMMT  Chinese
3 990927  onBeptember 26th, Tadwan Glossed SystranMT Chinese
4 990927 Tawan once more occurs ¥ Glossed Systran MT  Chinese
5 o097 Qd"f}ﬁ wnceasing typhoon Glossed BHystran MT Chlinese
6 990927  motherland matnland Glossed Bystran MT Chinese
7 994007 compatdot kisses Glossed SystranMMT  Chinese
8 29/10/04 Red Cross 3ociety of China Glossed Systran MT Chinese
2 990927  each kind of actvity Glossed Systran MT Chinese
10 W0YN0Y  eulogizes Taiwan Glossed BHystranMT Chlinese

1 2 3 4 5 67 8 2 10 11 MNextee=

Figure 3. Selection Interface



Title Taiwan once more accwrs 7
Date 990977

(tabwam ) again, one more e, onemore ) (up, appess, happen)? (year, levzl, class)(owver, shove,
upwards ) (earthquake, earthquakes, cataclysm ) ben3baod (hefjing {}, beijing, peking )9 (months,
month, roand 12§ (e, day, date ) (state, iformation, queston ) (evidence, proof, ocopy ) (owr
cowntry, oy country ) (escthquake, carthquakes, catachysm ) (me, your, stage ) metwork, net, netting
) (determine, meastre, detemnination ), (now, today, to-day )7 (when, droe, present )5 2 (vighl, pact,
point ) [ (heging 4 ¥, bedjing, peking ) (thne, pedod, date ) |, (i, oo, at ) (tadwam ) vistt, realize, reduce

I (wonnam, spend, cotton ) (lotus ) to, most, tatl ) (nantow ){ one, if, first ) (amd, swith, have ) ({
epicenter, epifocus ypocentrom ) (be sitwated {3 ) north latitude )23 . 2 { time, thought, degree ),
(master, ezst, host) (throwgh, after, stand )1 21 1 (e, thought, degree )) Jagain, e more e,
one more | (up, appears, happen )7 (year, level, class ) {over, above, vpwards ) (e

aarhquakas cataclvsmn ), (shock, shake, lightning ) (year, level, class 1(to, for, be )7 1 {yeax lewel,
class ) (. ) | minaete detailed, thorouzh ) (veport, news report ) (see, view, meet ) (but, sull, order

1 (five, fifth, five—yesr plan i(hoawd, page, version 1) joverseas edition ) ( 192 2 ( year, period, age iC
9 (wmonths, month, roond )2 7 (te, day, date ) (hat, stll, order )1 (board, page, version)) (namn,
people, help ) (subject, popular, mankind ) (thwe, day, late ) (repoxt, newspape:, respond ) (she, grovp,
local ) (hoawd, page, version ) (vight, Jower, balance ) ‘place, acmally, location ) Thave, you, owa ), (mot,
wel, 1-3 poo ) (theowgh, after, stand ) (give, teach, asrard ) (vight, power, balacce ) (stamd, endree, ban
Ji(to, ondy, stop ) (again, return, answer ) (make, system, control ) (o, might, perhaps ) (fowmd, straight,
build i (he, live, stand ) (glass, glasses, mireor ) (look, seem, pictire ).

Figure 4. Presentation Interface: “Gisted” Format
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